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Abstract: Search engines are significant tools for finding and retrieving information. Every day,
many new web pages in various languages are added. The threats of cyberattacks are expanding
rapidly with this massive volume of data. The majority of studies on the detection of malicious
websites focus on English-language websites. This necessitates more studies on malicious detection
on Arabic-content websites. In this research, we aimed to investigate the security of Arabic-content
websites by developing a detection tool that analyzes Arabic content based on artificial intelligence
(AI) techniques. We contributed to the field of cybersecurity and AI by building a new dataset of
4048 Arabic-content websites. We created and conducted a comparative performance evaluation
for four different machine-learning (ML) models using feature extraction and selection techniques:
extreme gradient boosting, support vector machines, decision trees, and random forests. The best-
performing model was then integrated into a Chrome plugin, created based on a random forest (RF)
model, and utilized the features selected via the chi-square technique. This produced plugin tool
attained an accuracy of 92.96% for classifying Arabic-content websites as phishing, suspicious, or
benign. To our knowledge, this is the first tool designed specifically for Arabic-content websites.

Keywords: artificial intelligence; machine learning; random forest; malicious; phishing; benign

1. Introduction

In recent years, the digital world has evolved rapidly, especially regarding the usage
of distributed systems such as the Internet, which is essential for various sensitive activities
such as information exchange, business transactions, and communication [1]. As more
individuals are utilizing the Internet, the cyberattack risk escalates rapidly. Nowadays,
most cybersecurity threats come from malicious Universal Resource Locators (URLs), which
might contain malicious content utilized by attackers to launch different types of attacks,
such as phishing attacks.

We can use URL data to solve the problems of insecure or malicious web pages.
Malicious URLs have become a common threat to Internet services, posing a risk to users
and organizations, especially in light of the growing involvement of web apps in various
organizations, including public, private, and governmental ones [2]. Therefore, the risks
of malicious URLs could result in severe consequences such as the disclosure of personal
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information, reputational damage, financial loss, or malware infections [3]. There are
several techniques used to identify these malicious URLs, falling under the categories of
blacklisting, machine learning (ML), and deep learning (DL).

Over the past few years, artificial intelligence (AI) techniques have become more
prevalent in cybersecurity domains, significantly aiding in identifying and mitigating
a wide range of threats and attacks [4]. Machine learning (ML) is a branch of AI in
which researchers attempt to provoke a system or computer to learn from previous data
observations to improve its performance in a particular task [5]. Deep learning (DL) is a
subfield of ML that deals with artificial neural networks (ANNs), which are algorithms
inspired by the structure and function of the brain [6]. ML and DL have been widely used in
cybersecurity applications in recent years, such as intrusion detection and biometric-based
user authentication. Such intelligent methods are increasingly being applied to analyze
data to predict the future and derive significant insights that aid decision-making [7].

In this research, we used AI models to create a malicious web page detection tool that is
available as a Chrome browser extension. The tool was built based in the following phases:

1. Collecting a dataset that contains Arabic-content URLs in three categories, phishing,
suspicious, or benign, using a crawling tool;

2. Pre-processing this dataset and extracting the important features of the URLs;
3. Building different ML models and conducting a comparative performance evaluation;
4. Creating a tool based on the best model that delivers the highest accuracy in the

shortest time.

The rest of this paper is structured as follows: Section 2 presents the related work from
other studies. Section 3 presents our research methodology, covering all related stages.
Section 4 presents the results yielded by the ML models. Finally, we conclude and discuss
our future work in Section 5.

2. Related Work

Many studies have been conducted on detecting malicious URLs for English-content
pages. Unlike Arabic-content pages, there is a lack of studies on this topic. As AI continues
to grow, ML techniques are becoming more enhanced and proving their efficiency in many
fields. ML techniques are used widely, especially in the detection of malicious websites. The
studies in one review paper [8] used ML to detect Arabic-content pages and English-content
pages. Based on these studies, no applicable and real-time tool has been used as a detection
model to classify Arabic-content websites.

Several studies developed an extension tool that detects malicious English web page
URLs. Gurjar et al. [9] developed a Chrome extension using the extreme gradient boosting
(XGBoost 1.6.1) model and VirusTotal to detect malicious websites the user visited and
determine whether the downloaded files from the Internet were safe or malicious. They
used a dataset from the UCI Repository [10]. The XGBoost classifier yielded an accuracy
of 96.69%.

The study conducted by Shivangi et al. [11] proposed a Chrome extension using a
DL classifier. The dataset was collected from search engines, CommonCrawl [12], and
PhishTank [13]. They used recurrent neural networks (RNNs), long short-term mem-
ory (LSTM), and an ANN. The LSTM model achieved the best results, with an accuracy
of 96.89%.

Moreover, Rose et al. [14] developed a Chrome extension to detect phishing sites and
aid in preventing phishing attacks. The UCI Machine Learning repository and PhishTank
were two dataset sources used. In total, 16 out of 30 lexical, content, and network features
were selected. To implement this extension, a support vector machine (SVM)-trained
persistent model was employed to detect malicious sites. The SVM attained superior results
compared to random forests and artificial neural networks, with a 90.05% accuracy.

Furthermore, Pagadala [15] proposed a browser extension that end users might utilize
while browsing. This paper utilized 2000 legitimate and phishing URLs from Majestic
Million [16] and Phishtank [13]. To enable the ML model to classify the URLs, 23 lexical
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and content-based features were extracted. The collected features were fed into several
ML classifiers, such as RF, categorical boosting (CatBoost), XGBoost, multilayer percep-
tron (MLP), naïve Bayes, and logistic regression (LR). The classifiers’ performances were
compared, and RF outperformed the others with an accuracy of 95%.

Lastly, Kureel et al. [17] developed an ML model that can distinguish between legit-
imate and phishing web pages. They obtained 6158 phishing URLs and 4896 legitimate
URLs from phishtank.com [13]. Moreover, 30 lexical, content-based, and network-based
features were retrieved from URLs and fed into various ML models. They utilized various
ML models, including the gradient-boosting classifier (GBC), decision tree (DT), SVM, and
RF. The classifiers’ performances were compared, and the GBC had the better detection
accuracy, which was 97.4%.

More research is needed to detect phishing attacks targeting Arabic-content websites.
For instance, Alsaleh et al. [18] demonstrated the effectiveness of Google’s anti-spamming
methods against web-spam pages containing non-English content. It offered a solution
in the form of a browser anti-spam plug-in capable of detecting Arabic spam pages. The
authors themselves assembled the dataset that was used. They chose seven content-based
features. They also evaluated four ML methods by building multiple variations of their
classifier. The highest detection rate achieved by RF was 87.13%.

The limited amount of research dedicated to Arabic-content websites highlights the
need for more extensive studies, the creation of new datasets, and the development of
specialized tools tailored to addressing the increasing threats within this field.

3. Methodology

This study uses machine learning (ML) to classify Arabic websites as benign, suspi-
cious, or phishing. As depicted in Figure 1, we followed two main phases to satisfy the
study goal.
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Figure 1. Methodology.

In the first phase, the dataset was collected based on the keywords of Google Trends
to find the maximum number of phishing and suspicious websites. Google Trends [19] is a
service provided by Google that provides public discovery about the trends of people’s
search behavior within Google Search. After collecting the keywords, Helium Scraper
tool [20] was utilized to collect the URLs. The Helium Scraper tool is manufactured by
Helium 10 in Los Angeles, California, United States. The dataset was then cleaned by
handling the missing values and the noisy data in the pre-processing step.

The dataset was preprocessed in three steps. First, the data were cleaned by filling
in the missing values. Second, noisy data are handled, such as removing non-Arabic web
pages, not-found pages, or pages with an internal server error. Third, alphabets were
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represented as numerical values in the dataset. For instance, we count the lengthy popular
keywords instead of using the keyword itself.

The URLs were then classified and labeled as benign, suspicious, or phishing using
VirusTotal [21]. This was followed by the feature engineering step, which includes feature
extraction and selection. The URL’s lexical, content-based, and network-based features
were extracted from the dataset. The most suitable features that enhance the accuracy
were selected using the following methods: correlation, hi-square, and ANOVA. Then, we
applied four ML classification algorithms: RF, XGBoost, SVM, and DT. Those algorithms
were selected based on our previous survey of applying ML techniques to detect malicious
URLs [8]. We evaluated the models using four evaluation metrics: accuracy, recall, F1 score,
and precision.

The best-performing model was then used to create the website extension. Lastly,
we tested the functionality by loading the website extension on the Chrome browser and
determining whether a given URL would be correctly classified in a short time.

3.1. Dataset Description

In the beginning, the dataset contained a total of 15,000 URLs, out of which 11,906 URLs
were collected using the Helium Scraper tool and 3094 URLs were collected from the Ara-
bicWeb16 dataset [22]. Helium Scraper is a tool that extracts content from websites by
identifying target elements and specifying the desired content by typing the wanted key-
words in the required language and then applying the extraction rules. In addition, it can
export the extracted data in different formats [20]. The URLs were labeled as 12,235 benign,
881 malicious, 220 malware, 761 phishing, 304 spam, and 569 suspicious URLs based
on VirusTotal API. The VirusTotal API allows programmatic interaction with VirusTotal
through an API Key, which any user can obtain by creating an account with VirusTotal [21].
Furthermore, we noticed a huge difference between the benign class and others. As a
result, we combined malware and malicious records to be in one category: phishing and
spam records to suspicious. Phishing is a method of acquiring information that can in-
volve malware. The term malware is an umbrella term for an entire range of malicious
software [23]. Moreover, suspicious activities can be defined as activities that are out of
the ordinary, and spam is any unwanted, unsolicited digital communication sent out in
bulk. Because there is a possibility that spam could come from good or bad sources, this
behavior is suspicious (e.g., spam emails). After combining malware and malicious records,
we changed their labels to phishing and spam records’ labels to suspicious. The benign
class was under-sampled into 1313 benign records. Moreover, the other classes consist of
1862 phishing and 873 suspicious, totaling 4048 URLs. Figure 2 below shows the number
of records in each class: 0 for benign, 1 for suspicious, and 2 for phishing. Afterward,
17 lexical features, 13 network features, and 9 content features were extracted.
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3.2. Features Extraction

This section explained the features used: lexical, network, and content. Feature
extraction from URLs involves extracting relevant information from the URL to create
a structured dataset. This process is essential for URL classification, phishing detection,
and web analytics. We can gain valuable insights into the URL’s content, purpose, and
potential risks by analyzing features such as the domain name, top-level domain, path,
query parameters, and anchor text.

3.2.1. Lexical-Based Features

The lexical features of a URL demonstrated in Figure 3, such as its length, domain name
length, special characters, and the presence of “www”, can provide valuable insights into its
credibility. Analyzing these elements can assess the URL’s readability, trustworthiness, and
relevance to specific topics. For example, a shorter URL with fewer special characters and
a recognizable domain name is generally considered more user-friendly and trustworthy.
Additionally, the presence of “www” can indicate a commercial or business website. Table 1
shows the features used and explains each feature.
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Table 1. Lexical features.

No. Lexical Explanation

1 Length of URL A long URL may suggest a potential phishing attempt. Typically,
the average URL length is around 54 characters.

2 Number of special
characters.

Attackers utilize special characters in URL-encoded attacks to
bypass validation logic.

3 “www” presence The presence of the expression “www” in a domain or subdomain
is frequently associated with malicious URLs.

4 Digit count in the
URL Number of digits in the URL.

5 Path length
This is the simple count of the textual characters forming the URL’s
path. Phishing URLs typically have longer paths than legitimate
ones.

6 Length of
subdomain

Benign websites have just one top-level domain and a few
subdomains. In contrast, phishing websites tend to have many
subdomains and long URLs in an attempt to deceive users. As a
result, this feature focuses on counting the number of characters
that represent the subdomains of the URL.
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3.2.2. Network-Based Features

The network features are extracted from the URL component, as in Figure 3. By
analyzing these features, we can assess the domain’s stability and trustworthiness. The
lifetime and activity of a domain can provide valuable insights into its reliability. Moreover,
the remaining days before expiration indicate the domain’s longevity and the owner’s
commitment to maintaining it. In addition, a longer lifetime suggests a more established
and trusted website. Additionally, the active time of a domain, which refers to the period
during which it has been actively registered and used, can reveal its history and potential
changes in ownership or purpose.

Table 2 shows the features used and shows whether the feature output needs to
be encoded.

Table 2. Network features.

No. Network-Based Features Explanation

1 URL remaining days before the
expiration

Phishing websites are usually hosted on domains registered for a shorter time than
benign websites. By extracting the expiration date from the WHOIS database, the
remaining days before the expiration represent the interval between the expiration date
and the current date.

2 Lifetime of domain
Phishing websites will be deactivated once they are detected using the domain age. By
extracting the expiration date and creation date from the WHOIS database, the
domain’s lifetime represents the interval between them in days.

3 Active time of domain

Whenever old domains were deactivated, attackers registered new phishing ones before
being detected and blocked. Therefore, the active time of phishing domains is short. By
extracting the updated date and creation date from the WHOIS database, the active time
of the domain represents the interval between them in days.

3.2.3. Content-Based Features

This feature depends on the URL content to extract the necessary information for
each feature. Table 3 lists the features we used in the extension. The number of <img>
tags indicate the presence and quantity of images, suggesting the informative nature of
the website. Counting the <meta> tags provide information about the page’s content,
keywords, and description, which can impact search engine rankings and user engagement.
Additionally, analyzing the count of repeated and lengthy popular keywords based on
Google Trends can reveal the website’s focus and relevance to current trends, influencing
its visibility and user interest.

Table 3. Content-based features.

No. Content-Based Features Explanation

1 Number of (<img>) Arabic websites, especially spam Arabic websites, frequently use more images than
English websites.

2 Number of meta tags (<meta>) The phishing pages contain more meta tags than the benign web pages.

3
Count of repeated popular
keywords (based on Google
trends) inside (<body>)

Including many popular keywords on the web page is a technique web attackers use to
trick page ranking algorithms and obtain the highest rankings. Therefore, the web page
will appear on the first page of the search results. The popular keywords in this feature
are those being frequently searched in Arabic countries from 2004 until March 2022,
according to Google Trends [24]. Moreover, the counting includes the number of
popular keywords repeated ≥10 times on the web page.

4
Count of lengthy popular
keywords (based on Google
trends) inside (<body>)

The popular keywords in this feature are the same as in Feature 3 above. However, this
feature concerns the keyword stuffing technique that concatenates a small number (2 to
4) of words to form longer composite words. Web attackers use this technique to target
missed queries that lose spacing between the words. Moreover, the counting includes
the number of words with a length of >15 characters.
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3.3. Feature Selection

Feature selection is a strategy for selecting a subset of features that contributes more
to the prediction variable (URL label) in the dataset. Feature selection aids the effectiveness
and efficiency of AI models by reducing time complexity and high data dimensionality.
However, irrelevant features can also cause AI models to be misled, resulting in less accu-
racy [25]. We selected ANOVA, correlation, and chi-square based on their high accuracies in
previous studies, such as [26,27]. The methods of the feature selection are discussed below:

• Correlation

Correlation is a well-known statistical measure that measures the similarity between
two features. The correlation coefficient between the two features results in a value that is
one if they are linearly dependent and otherwise zero. The correlation approach is used to
determine the relationship between the features. There are two basic groups to determine
the correlation between two random variables. The first is based on linear correlation,
whereas the second is based on information theory. The following formula gives the linear
correlation coefficient ‘r’ for a pair of variables (X, Y) [28]. Moreover, in Figure 4, the
heatmap of the features shows a strong positive correlation among url_len, special_char,
count_digits, and path_len. Moreover, count_com and com_presence are strongly positive
correlated to each other.

r =
(N∑ xiyi − ∑ xi∑ yi)√

Nxi
2 − (∑ xi)

2
√

Nyi
2 − (∑ yi)

2
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• Chi-square

Chi-square is a statistical test used to see if two categorical variables are independent or
how closely a sample fits the distribution of a known population. Alternatively, it calculates
the distinction between the actual and expected outcomes. For example, consider two
variables, O for the observed value and E for the expected value. The following formula
can be given: if the chi-square value is large, the feature is more dependent, and the model
can be applied to it [29].

χ2 = Σ
(Oi − Ei)

2

Ei

Moreover, Figure 5 shows that lifetime, active time, number of words in the body of
the page, and remaining days before the domain expire are the top features that contribute
to output, while the other features have almost no impact.
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• ANOVA

ANOVA is a statistical approach that compares the means of two or more groups that
differ considerably. It determines whether there is a significant difference between the
means of multiple datasets [30]. The test determines the impact that independent variables
have on the dependent variable. Moreover, Figure 6 presents ANOVA feature ranking,
which shows that www presence is the feature with the highest p-value, which is irrelevant
for predicting the classification of the Arabic websites in our dataset.

Table 4 below shows the feature set selected by each method.
ANOVA highlighted features that exhibited distinct mean differences across different

URL categories, suggesting their potential importance in classification. Chi-square pin-
pointed features that demonstrated strong associations with the target variable, indicating a
significant correlation between feature values and the target variable. Correlation analysis
revealed features that exhibited linear relationships with the class labels, implying a direct
influence on classification outcomes.

To determine the most effective feature set for our classification task, we applied a
variety of machine-learning models to the datasets resulting from each feature selection
technique. By comparing the performance of these models, as measured by accuracy, we
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identified the feature selection method that consistently yielded the highest classification
accuracy, thus revealing the most essential features for precise URL classification.
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3.4. Machine Learning Classifiers

This section details the ML classifiers, including RF, XGBoost, DT, and SVM. For all
classifiers, we employed an 80–20 split for training and testing the dataset. Addition-
ally, we utilized grid search algorithm to optimize parameters and achieve the highest
possible accuracy.

• RF Classifier

RF is a supervised ML method that works based on the ensemble method, which is
based on DTs and can handle classification and regression problems.

An ensemble method means an RF algorithm comprises many small DTs called es-
timators, each of which makes its predictions. The RF method combines the estimators’
predictions for a more precise prediction. For classification problems, the RF output is the
class majority voting selects. For regression problems, the output is the mean or average
prediction of each tree [31].

When using the RF method to solve regression problems, the mean squared error
(MSE) can be used [32]. The formula calculates the distance of each node from the predicted
actual value, allowing the choice of the branch that suits the forest the most, and it is given
in the following equation:

MSE =
1
X ∑X

i=1

(
Yi − Ŷi

)
2

where X is the number of data points, Yi is the value returned by the DT, and Ŷi is the
value of the data point tested at a particular node. When the RF method is used to solve
classification problems, Gini index or information gain (IG) is used. The Gini of each section
on a node is calculated using the probability and the class, indicating which branch is
more likely to occur. The formula that calculates the Gini index is given in the following
equation [32]:

Gini = 1 −
N

∑
i=1

(pi)
2

pi represents the relative frequency of the class observed in the dataset, and N repre-
sents the number of classes. IG is another measure to choose the appropriate data split
based on each feature’s gain. The formula that calculates the IG is given in the following
equation [32]:

Entropy = −∑N
i=1 pi∗log 2(pi )

IG(parent, child)
= Entropy(parent)− [p1(c1) ∗ Entropy(c1) + p1(c2)
∗Entropy(c2) + · · · ]

The hyperparameters and their optimal values for RF are presented in Table 5. The
random_state parameter enables us to set a random seed (which is 42) to the random
number generation process in the RF, so that, each time we build the model with the same
data, we obtain the same one. Moreover, n_estimators represent the number of trees in
the forest, which is 1400. The max_features parameter represents the feature number to be
considered while determining the optimum split for the tree. If the max_features parameter
is set to auto, the tree will use the square root of the feature number as the max_features
value. In addition, the max_depth parameter represents the maximum number of levels
in each DT, which is 18. The criterion parameter ‘entropy’ represents the function used to
measure a split’s quality.
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Table 5. Grid parameters of RF classifier.

Parameters Optimal Values Obtained

random_state 42

n_estimators 1400

max_features ‘auto’

max_depth 18

criterion ‘entropy’

• XGBoost Classifier

XGBoost is an ensemble technique based on DTs, a type of gradient boosting. It is a
supervised learning method based on function approximation through the optimization
of specific loss functions and the application of various regularization methods, and it
supports parallel processing, handles missing values, offers cache optimization, takes care
of outliers to some extent, and has inbuilt cross-validation. XGBoost can be utilized to solve
regression and classification problems. The algorithm combines the estimates of a group of
smaller, weaker models to predict a target variable accurately. The general equation of the
algorithm consists of two parts, training loss and regularization term as follows [33]:

obj(θ) = L(θ) + Ω(θ)

where L represents the training loss function, and Ω represents the regularization parame-
ters. The training loss measures determine how well a model predicts the training data,
and MSE is a common choice of L. Regularization helps prevent the problem of overfitting
by controlling the model’s complexity [33].

The hyperparameters and their optimal values for XGBoost are presented in Table 6,
where the n_estimator value is 600, the max_depth value is 22, and the gamma parameter
specifies the least loss reduction required to make a split, which is 0.5. Furthermore, the
learning_rate parameter value is 0.09, representing the weights assigned to the tree in
the next iteration. The colsample_bytree parameter value is 0.7, representing the fraction
of columns to be randomly sampled for each tree. Moreover, the booster parameter
selects the type of model to run at each iteration, and the value ‘gbtree’ means that the
model is tree-based. The cv parameter with the value 5 determines the cross-validation
splitting strategy.

Table 6. Grid parameters of XGBoost classifier.

Parameters Optimal Values Obtained

n_estimators 600

max_depth 22

gamma 0.5

learning_rate 0.09

colsample_bytree 0.7

booster ‘gbtree’

cv 5

• DT Classifier

DT is a supervised learning technique that can be used for regression and classification
problems [34]. Moreover, DT classifier is constructed as a tree-like structure that represents
all possible results of a decision based on defined conditions. Furthermore, DT comprises
three essential elements: decision nodes (internal nodes), branches, and leaf nodes. The
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data are branched into two distinct categories, with each internal node representing an
attribute. This is repeated until a class label, represented by a leaf, is reached.

Table 7 presents the hyperparameters and their optimal values for DT. The max_depth
is 30, the max_features is auto, and the criterion value is entropy. The ccp_alpha parameter,
with a value of 0.001, refers to the cost complexity parameter that provides another option
for controlling the tree size. The greater the value of ccp_alpha, the more nodes are pruned.

Table 7. Grid parameters of DT classifier.

Parameters Optimal Values Obtained

max_depth 30

max_features ‘auto’

criterion ‘entropy’

ccp_alpha 0.001

• SVM Classifier

SVM is a supervised learning algorithm that can solve classification and regression
problems. It utilizes a dataset in which the input samples are separated into two classes
with labels 0 or 1. The algorithm aims to find a line or plane, known as a hyperplane, that
will most efficiently divide the two classes [35].

B0 + (B1 × X1) + (B2 × X2) = 0

The above equation represents the hyperplane equation which can be used to find
whether the new example falls in class 0 or 1 side. The coefficients (B1 and B2) give the
slope of the line, and the algorithm calculates the intercept (B0). X1 and X2 are the two
input data points [35].

The hyperparameters and their optimal values for SVM are presented in Table 8. The
first parameter is gamma, with a value of 0.01, which sets the distance of influence of a
single training point. Near points will affect classification if the gamma value is high. In
other words, the data points must be close to each other to be considered in the same class.
However, if the gamma value is low, distant data points will influence the classification,
which results in more data points being grouped. The second parameter is the kernel
function parameter, with the value of rbf, which is used to transform non-linearly separable
data into linearly separable one using the radial basis function (RBF). The third parameter is
the C parameter, which defines how much misclassification of the training data is permitted
in the model. If the C value is small, the decision boundary with a large margin will be
chosen. However, if the C value is small, the SVM classifier attempts to reduce the number
of misclassified ones, resulting in a decision boundary with a narrower margin [36].

Table 8. Grid parameters of SVM classifier.

Parameters Optimal Values Obtained

gamma 0.01

kernel ‘rbf’

C 100

3.5. Building Extension

Google Chrome is the most commonly used browser in the world. It is a user-friendly
interface that raises the standard for modern browser design. Furthermore, to enable
proper functioning, we divided the work into two parts: the frontend and the backend.
The frontend is the part with which a user interacts, whereas the backend is the framework
that enables this interaction. The frontend includes two interfaces: a scanning interface that
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obtains the URL and processes it, then returns the label of the currently opened page, and
the second is a search interface that enables users to enter any URL and returns the result.

The backend is the backbone of the system that is based on the Django framework,
Django Rest API, Postgres SQL Database [37], and Heroku Server [38]. Moreover, it includes
the feature extraction function (its result is the input of the trained model). In addition,
it includes the trained ML model to predict the URL label. Django is a Python full-stack
web framework that allows for the rapid building of safe and maintained websites. It is
free and open-source for users [39]. The REST APIs define what requests can be made to a
component, how to make them (by GET, POST, etc.), and their expected responses.

In Figure 7, the entire process of Kashif is presented. The user can search for a specific
URL, or the current page’s URL will be sent to the Django framework (backend). After that,
the workflow of the Kashif extension requires the users to be able to access a database in
terms of obtaining a result from an existing URL with its label or saving a new result that
consists of a URL with its corresponding label through the REST API that will communicate
with the users’ input in the frontend (obtain the URL from the current page or the search
page) by the GET method.
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Therefore, the URL will be searched in the database, and, if the same URL is found,
the result will be displayed to the user. If not, the features of the URL will be extracted
to send the output to the ML model to predict the label of the URL, and the result will be
saved in the database. At the same time, the result will be sent back to the user.

4. Results and Discussion

This section discussed the models’ performance. We have recorded the accuracy for
each classifier with each feature selection technique, as in Table 9.
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Table 9. Model performance (accuracy).

Technique/Model XGBoost RF SVM DT

ANOVA 88.27% 87.53% 89.96% 87.04%

Chi-square 92.72% 92.35% 83.70% 87.53%

Chi-square after
adding 2 more

features
92.22% 92.96% 83.70% 86.42%

Correlation 91.60% 92.22% 62.84% 86.30%

All features
without FS 95.80% 94.81% 64.57% 88.02%

Overall, the accuracies without using the feature selection technique are higher than
the others, especially in XGBoost, RF, and DT. Moreover, XGBoost and RF have almost
the same results for each feature selection technique, and the SVM and DT have almost
the same results for each feature selection. XGBoost and RF outperform SVM and DT
because both have the built-in capability to handle imbalanced datasets [40,41], and they
have used the concept of the ensemble method. Ensemble methods are an ML technique
that combines several classifiers to produce one optimal predictive model. XGBoost has a
boosting nature that uses ensemble techniques. Therefore, XGBoost inherits the ensemble
techniques. The RF is the ensemble of the DTs, and it builds a forest of many random DTs.

Moreover, algorithms work differently. For example, the DT classifier is built as a
tree-like structure that reflects all possible outcomes of a decision depending on specified
conditions, whereas the SVM uses a separator line between the categories, and the data are
transformed to draw the separator, as in Figure 8.
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To set up the model that was deployed in the Kashif extension, we took the decision
based on three standards: 1—high accuracy, 2—containing content-based features that in-
clude an analysis of the Arabic text in the web page, 3—maintaining the speed of extraction
and prediction of the result. The first choice was XGBoost model, which achieved the high-
est accuracy at 95.55% without using a feature selection method. However, extracting and
predicting data can be time-consuming, which is an issue because users generally expect
the system to work quickly. The second choice is XGBoost with chi-square, which achieved
an accuracy of 92.71%. However, the chi-square method did not choose the content features
that matter about the Arabic content; it included the content features included in Table 3,
such as the meta count, which does not contain any Arabic-content analysis. In other words,
the chi-square method did not choose features that analyze Arabic words, such as counting
lengthy popular keywords and counting repeated popular keywords inside the body tag.
The third choice was to manually add two features that met our standards to the chi-square
set since it has the highest accuracies among the other methods and fewer sets of features.

The features added to it are the count of lengthy popular keywords and the count
of repeated popular keywords (based on Google Trends) inside the body tag. Counting
repeated popular keywords and lengthy popular keywords within the body of Arabic
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websites, based on Google Trends data, is significant. These features were not commonly
used before for Arabic websites, as they provide insights into the relevance and engage-
ment of content. Website owners can tailor their content to match user search intent and
improve search engine rankings by analyzing the keyword frequency and length based on
trending topics.

Then, we compared the results and found that the RF model with the selected features
by chi-square and two more features achieved the highest accuracy of 92.96%. After we
chose the model, we applied other evaluation metrics to check its performance, as in
Table 10.

Table 10. Evaluation metrics for the chosen model.

Model F1-Score Recall Precision Accuracy

XGBoost 92.32% 92.68% 92.09% 92.22%

RF 93.11% 93.26% 93.12% 92.96%

SVM 84.13% 84.02% 87.50% 83.70%

DT 86.04% 86.48% 85.68% 85.68%

The confusion matrix is an ML categorization performance metric. It is a table with
four or more (depending on the number of classes) different predicted and actual values.
The confusion matrix gives the amount of (mis)classifications for each class, and it uses TP,
TN, FP, and FN, where they stand for the following [42]:

• True Positive: the prediction is positive, and it is true;
• True Negative: the prediction is negative, and it is true;
• False Positive: the prediction is positive, and it is false;
• False Negative: the prediction is negative, and it is false.

The next Figure 9 shows the confusion matrix for the chosen model:

• Our model predicted 250 labels that are not benign, and they actually are not benign;
• Our model predicted 8 that are not suspicious, and they actually are suspicious;
• Our model predicted 29 that are not phishing, and they actually are not phishing;
• Our model predicted 2 benign and they actually are not benign;
• Our model predicted 144 suspicious, and they actually are suspicious;
• Our model predicted 4 phishing, and they actually are not phishing;
• Our model predicted 12 labels that are not benign, and they actually are not benign;
• Our model predicted 2 labels that are not suspicious, and they actually are suspicious;
• Our model predicted 359 labels that are not phishing, and they actually are not phishing.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 16 of 19 
 

The confusion matrix is an ML categorization performance metric. It is a table with 
four or more (depending on the number of classes) different predicted and actual values. 
The confusion matrix gives the amount of (mis)classifications for each class, and it uses 
TP, TN, FP, and FN, where they stand for the following [42]: 
 True Positive: the prediction is positive, and it is true; 
 True Negative: the prediction is negative, and it is true; 
 False Positive: the prediction is positive, and it is false; 
 False Negative: the prediction is negative, and it is false. 

The next Figure 9 shows the confusion matrix for the chosen model: 
 Our model predicted 250 labels that are not benign, and they actually are not benign; 
 Our model predicted 8 that are not suspicious, and they actually are suspicious; 
 Our model predicted 29 that are not phishing, and they actually are not phishing; 
 Our model predicted 2 benign and they actually are not benign; 
 Our model predicted 144 suspicious, and they actually are suspicious; 
 Our model predicted 4 phishing, and they actually are not phishing; 
 Our model predicted 12 labels that are not benign, and they actually are not benign; 
 Our model predicted 2 labels that are not suspicious, and they actually are suspi-

cious; 
 Our model predicted 359 labels that are not phishing, and they actually are not phish-

ing. 

 
Figure 9. Confusion matrix for the chosen model. 

5. Conclusions 
In this paper, we investigated the security of Arabic websites by constructing a de-

tection tool that analyzes Arabic content using artificial intelligence approaches. We cre-
ated four distinct ML models, XGB, RF, DT, and SVM, with different feature extraction 
and selection techniques. The work was embedded in a Chrome extension based on an RF 
model using the features selected using the chi-square approach; this developed tool 
reached an accuracy of 92.96%. Our extension will enable users to determine whether a 
web page is phishing, suspicious, or benign. In the future, we plan to increase our dataset 
size to allow the ML models to learn from different URL examples. Moreover, we will 
create different ML models that adopt the concept of continuous AI to refresh our models 
on a specific schedule, for example, every three months or when an event happens, like a 
drop in the accuracy or changes in the features’ importance. Since we only employed an 

Figure 9. Confusion matrix for the chosen model.



Appl. Sci. 2024, 14, 9222 16 of 18

5. Conclusions

In this paper, we investigated the security of Arabic websites by constructing a detec-
tion tool that analyzes Arabic content using artificial intelligence approaches. We created
four distinct ML models, XGB, RF, DT, and SVM, with different feature extraction and se-
lection techniques. The work was embedded in a Chrome extension based on an RF model
using the features selected using the chi-square approach; this developed tool reached an
accuracy of 92.96%. Our extension will enable users to determine whether a web page
is phishing, suspicious, or benign. In the future, we plan to increase our dataset size to
allow the ML models to learn from different URL examples. Moreover, we will create
different ML models that adopt the concept of continuous AI to refresh our models on a
specific schedule, for example, every three months or when an event happens, like a drop
in the accuracy or changes in the features’ importance. Since we only employed an ML
model, we plan to try and compare different DL models such as the CNN, ANN, and LSTM.
Furthermore, releasing an Arabic version of the Kashif extension and other versions of the
Kashif that could operate on different web browsers such as Safari and Mozilla Firefox.
In addition, we will enhance the users’ protection by preventing the loading of phishing
web pages.
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